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1) Setup

1. PRE-TRAINING
IN FACTORY

• General-purpose datasets
• Pre-defined classes

• Limited domains

• Large batch size
• Update whole model
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2. PERSONALIZATION TO 
USER ENVIRONMENT

• Continual Learning
• Class-incremental

• Domain changes

• Robot has limited resources
• No data storage à no large 

batch size
• No update of whole model
• Few labelled samples
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3. TEST-TIME USAGE IN
USER ENVIRONMENT
Need to recognize new classes 
in new domains and conditions:
• Illumination

• Occlusion

• Blur

• Geometrical
distortion

TASK: Class-Incremental Online Continual Learning

DESIDERATA:
• Robust to Test Time Variations
• Data-Efficient (Few-Shot Training)
• Targeting Limited-Resource Devices



2) Our Method

Three main components:

1. Feature Extractor à pre-trained on server on public data and frozen
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3. Classifier à lightweight online continual learning method
à We use SLDA [1] on the enriched feature space

SLDA estimates a Gaussian model for each class over the feature space with 
a class-wise mean (prototype) and shared-across-classes covariance

• Online estimate of covariance
• Shared covariance across classes

[1] Hayes, Tyler L. et al. "Lifelong machine learning with 
deep streaming linear discriminant analysis." CVPRW 2020.



2) Our Method: Intuition

We plot the distribution of statistical moments of features extracted from clean or augmented samples
and we compute their Wasserstein distance (!!) :

First statistical moment suffer from more variability than second and third ones

à Higher order moments improve robustness/resilience and invariance to domain shift.



3) Results: Same-Domain

We evaluate on OpenLORIS dataset with 16 backbone architectures against 10 OCL competitors.

à RobOCLe outperforms all baseline competitors in every scenario. 

99.21% accuracy on average, compared to 97.69% of the runner-up method.



3) Results: Other-Domain

We evaluate on 3 few-shot datasets with 7 backbone architectures against 10 OCL competitors.

à RobOCLe outperforms all baseline competitors in every scenario. 
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4) Conclusion

New task: few-shot online continual learning targeting robust test-time object recognition for 
low-resource robots with limited labelled data and computational/storage capability.

New method: RobOCLe, a data- and parameter-efficient online continual learning method with robust 
performance under test-time corruptions.
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RobOCLe features:

• Lightweight solution: frozen feature extractor + class-conditional Gaussian modelling of feature space

• Extraction of high-order statistical moments of the embedded features of input samples

• Robust recognition in a variety of scenarios, using several backbones, low-shot setups, per-step 
accuracy, and controlled train/test augmentation on both same-domain and other-domain data 
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