


GMNet:	Graph Matching Network	for	Large	Scale	Part	
Semantic Segmentation in	the	Wild	

Umberto	Michieli,	Edoardo Borsato,	Luca	Rossi,	Pietro	Zanuttigh
umberto.michieli@dei.unipd.it



GMNet Architecture

Trainable Pre-trained	on	object	parsing⊕ Channel-wise	concatenation

part-level	network	

𝑤",$

𝑤",$

⊕⊕
⊕
⊕

object-level	network	

Michieli	et	al.,	“GMNet:	Graph	Matching	Network	for	Large	Scale	Part	Semantic	Segmentation	in	the	Wild,”	ECCV,	2020.	



Experiments

Method mIoU Avg.

BSANet* 58.2 58.9

Baseline 54.4 55.7

GMNet (ours) 59.0 61.8
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Fig. 3. Qualitative results on sample scenes on the Pascal-Part-58 dataset (best viewed
in colors).

Avg., i.e., in this case each object has the same weight independently of the num-
ber of parts). Part-level metrics are reported in the supplementary material. As
expected, traditional semantic segmentation architectures such as FCN [30], Seg-
Net [3] and DeepLab [5] are not able to perform a fully satisfactory part-parsing.
We adopt as our baseline network the DeepLab-v3 architecture [6], that is the
best performing among the compared standard approaches achieving 54.4% of
mIoU. The proposed GMNet approach combining both the object-level seman-
tic embedding and the graph matching module achieves a higher accuracy of
59.0% of mIoU, significantly outperforming all the other methods and in partic-
ular the baseline on every class with an overall gap of 4.6% of mIoU. The only
other method specifically designed to address part-based semantic segmentation
is BSANet [51], which achieves a lower mIoU of 58.2%. In general, we can see
that our method generates higher results over most of the objects, both with
many parts (like cow, dog and sheep) and with no or few parts (like boat, bottle,
chair, dining table and sofa).

Some qualitative results are shown in Figure 3 and additional samples are
shown in the supplementary material. The figure allows to appreciate the e↵ects
of the two main components of our work, namely the semantic embedding and
the graph matching modules.

From one side, the object-level semantic embedding network brings useful
additional information prior to the part-level decoding stage, thus enriching the
extracted features to be object discriminative. We can appreciate this aspect
from the first and the third row. In the first row, the baseline completely misleads
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Fig. 3. Qualitative results on sample scenes on the Pascal-Part-58 dataset (best viewed
in colors).

Avg., i.e., in this case each object has the same weight independently of the num-
ber of parts). Part-level metrics are reported in the supplementary material. As
expected, traditional semantic segmentation architectures such as FCN [30], Seg-
Net [3] and DeepLab [5] are not able to perform a fully satisfactory part-parsing.
We adopt as our baseline network the DeepLab-v3 architecture [6], that is the
best performing among the compared standard approaches achieving 54.4% of
mIoU. The proposed GMNet approach combining both the object-level seman-
tic embedding and the graph matching module achieves a higher accuracy of
59.0% of mIoU, significantly outperforming all the other methods and in partic-
ular the baseline on every class with an overall gap of 4.6% of mIoU. The only
other method specifically designed to address part-based semantic segmentation
is BSANet [51], which achieves a lower mIoU of 58.2%. In general, we can see
that our method generates higher results over most of the objects, both with
many parts (like cow, dog and sheep) and with no or few parts (like boat, bottle,
chair, dining table and sofa).

Some qualitative results are shown in Figure 3 and additional samples are
shown in the supplementary material. The figure allows to appreciate the e↵ects
of the two main components of our work, namely the semantic embedding and
the graph matching modules.

From one side, the object-level semantic embedding network brings useful
additional information prior to the part-level decoding stage, thus enriching the
extracted features to be object discriminative. We can appreciate this aspect
from the first and the third row. In the first row, the baseline completely misleads
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Fig. 4. Qualitative results on sample scenes on the Pascal-Part-108 dataset (best viewed
in colors).

remarkable with a gap of 2.9% of mIoU. In this scenario, indeed, most of the
previous considerations holds and are even more evident from the results. The
gain in accuracy is stable across the various classes and parts: the proposed
framework significantly wins by large margins on almost every per-object-class
mIoU. Also for this setup, further results regarding per-part metrics are reported
in the supplementary material.

Thanks to the object-level semantic embedding network our model is able to
perform accurate segmentation of all the objects with few or no parts inside, such
as boat, bottle, chair, plant and sofa. On these classes, the gain with respect to
[51] ranges from 5.4% for the plant class to an impressive 15% on the chair class.
On the other hand, thanks to the graph matching module, our framework is also
able to correctly understand the spatial relationships between small parts, as
for example the ones contained in cat, cow, horse and sheep. Although objects
are composed by tiny and di�cult parts, the gain with respect to [51] is still
significant and ranges between 1.5% on horse parts to 11.2% on cow ones.

The visual results for some sample scenes presented in Figure 4 confirm the
numerical evaluation (additional samples are shown in the supplementary mate-
rial). We can appreciate that the proposed method is able to perform accurate
segmentation maps both when a few elements or many parts coexist in the scene.
More in detail, in the first row we can verify the e↵ectiveness of the object-level
semantic embedding in conditioning part parsing. The baseline is not able to
localize and segment the body and the neck of the sheep. The BSANet approach
[51] achieves even worse segmentation and labeling performance. Such methods
mislead the sheep with a dog (in the figure light blue denotes dog head, light
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Method mIoU Avg.

BSANet* 42.9 46.3

Baseline 41.3 43.7

GMNet (ours) 45.8 50.5

* only	other	method	for	multi-class	part	parsing.	Same	architecture	(DeepLab v3+,	ResNet-101),	same	learning	parameters.
Zhao	et	al.,	“Multi-Class	Part	Parsing	with	Joint	Boundary-Semantic	Awareness”,	ICCV	2019
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