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Method

Results

Conclusion

• New task: personalized post-training model quantization to bring 
large speech models on low-resource devices with performance 
targeted for the final end user.

• New method: myQASR, a versatile personalized quantization scheme 
to compress large speech models to any memory budget. 

• myQASR features:

• Uniformity constraint to evaluate layer sensitivity,

• (optional) Hessian guidance to set quantization scaling 
parameters,

• A few user-specific unlabelled samples to drive the quantization 
process,

• PTQ: personalizing the model performance with no fine-tuning. 

Desiderata:
• ASR models need to fit on 

resource-limited devices
• ASR models on device should 

work better for the target users
• Target memory requirement 

specified in MB

Our Solution (myQASR):
Mixed-precision post-training quantization method generating personalized 
compressed models for diverse users under any memory requirement.

Main Ideas:
• Layer-wise sensitivity detection
• Model calibration } On a small unlabelled dataset from users

Motivation

Summary

Activation profile of different users is different
à Models for different users require different compression
Example: First layer of wav2vec2, Male vs. Female

Forwards pass and save 
median of activations for 
each layer

Activation strength 
used as a proxy for 
sensitivity

3 MAIN STEPS:
1. Sensitivity Detection

2. Model Quantization
We quantize both weights and activations, via:

𝑍! : zero-point correction
𝑆! : scaling factor

Weights have Gaussian distribution à Can use standard 𝑆! = 2"!#$
Activations do not follow Gaussian distributionà Need for step 3

3. Activations' Calibration
A. myQASR: uses layer-wise 

min (𝑋!") and max (𝑋!#)

B. myQASR-Hessian: minimizes the distance between 
quantized and FP outputs of each layer scaled by its 
impact on the task loss

C. myQASR-Cosine: minimizes the cosine distance between 
quantized and FP outputs of each layer

1. Gender personalization
Original: multi-gender model à Quantized: optimized for specific gender

2. Language personalization
Original: multi-language model à Quantized: optimized for specific language

3. Speaker personalization
Original: multi-speaker model à Quantized: optimized for specific speaker

3 USE CASES:
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