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Problem Setup Architecture Results
Deep convolutional neural networks for semantic segmentation The key insight of our strategy is the use of multiple space-shaping strategies Our end-to-end strategy, despite its simplicity, achieves state-of-
do not generalize well to distributions slightly different from the to enhance the semantic content of the latent space. the-art results in the common synthetic-to-real autonomous
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space-shaping regularization strategies to reduce the domain
discrepancy in such scenario. Jointly enforcing a clustering
objective, a perpendicularity constraint and a norm alighment
goal on the feature vectors corresponding to source and target
samples. We verify the effectiveness of our methods in the
autonomous driving setting achieving state-of-the-art results

in multiple synthetic-to-real road scenes benchmarks.
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