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Abstract Double Adversarial Adaptation

In this paper, we consider the semantic segmentation of urban scenes and propose e D;: discriminate between ground-truth segmentation
an approach to adapt a deep neural network trained on synthetic data to real scenes. maps and network predictions on both source and tar-
We introduce a novel UDA framework where a standard supervised loss on labeled get input data, indirect domain alignment

synthetic data is supported by an adversarial module and a self-training strategy
aiming at aligning the two domain distributions. The adversarial module is driven
by a couple of tully convolutional discriminators dealing with different domains:
the first discriminates between ground truth and generated maps, while the sec-
ond between segmentation maps coming from synthetic or real world data. The
self-training module exploits the confidence estimated by the discriminators on un-
labeled data to select the regions used to reinforce the learning process. The con- e X
fidence is further thresholded with an adaptive mechanism based on the per-class Las=—» Y M;p) WY Pe] - log(G(XL) P [c])
overall confidence. Experimental results prove the etficacy of the proposed strategy peX? ceC

in adapting a segmentation network from synthetic datasets to real world ones.

e [y: discriminate between source and target prediction
maps, direct domain alignment

Self-Training

e Implicit adaptation from source
e Confidence selection from discriminator’s output

Architecture of the Proposed Approach
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Quantitative Results Ablation Study
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Source only 493 244 56.4 6.5 19.6 25.6 23.6 10.1 82.7 28.5 69.9 55.5 4.9 80.9 18.0 33.0 1.2 15.1 0.1 | 31.9 v v
Ours 77.7 35.9 67.2 18.9 12.1 26.2 159 5.9 83.7 33.3 72.7 53.9 4.2 82.6 21.5 41.1 0.1 13.9 0.0 | 35.1 v
Biasetton et al. [1] | 54.9 23.8 50.9 16.2 11.2 20.0 3.2 0.0 79.7 31.6 64.9 52.5 7.9 79.5 27.2 41.8 0.5 10.7 1.3 | 304 v
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Source only | 69.8 31.8 58.8 14.6 22.3 28.3 31.8 28.8 70.0 24.4 72.4 60.4 16.8 80.6 36.6 34.3 10.2 26.2 0.2 | 37.8 e All the components bring a significant
Ours 80.0 43.3 75.4 19.4 29.7 29.6 23.3 16.2 78.5 33.5 93.7 59.0 20.3 82.2 44.5 43.4 2.5 22.1 0.0 |41.9 contribution
Biasetton et al. [1]| 71.4 25.0 62.0 20.4 17.6 26.8 59 0.8 64.6 24.6 86.5 58.3 14.7 80.0 39.3 42.2 5.5 22.3 0.1 |35.2
Michieli et al. [2] | 79.9 28.0 73.4 23.0 29.5 209 1.1 0.0 79.5 39.6 95.0 57.6 9.0 80.6 41.5 40.1 7.4 24.8 0.1|38.5 ° Self—training effective with confidence
thresholds variable over both classes
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