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Abstract
The semantic understanding of ur-
ban scenes is one of the key com-
ponents for autonomous driving sys-
tems. Deep neural networks require
huge amount of labeled data, which is
difficult and expensive to acquire. A
recent workaround is to exploit syn-
thetic data but differences between
real and synthetic scenes limit the
performance. We propose an unsu-
pervised domain adaptation strategy
from a synthetic supervised training to
real data.
Experimental results demonstrate that
the proposed approach is able to
adapt a network trained on synthetic
datasets to a real one.
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• LG,1: standard cross-entropy loss (on source dataset)

• Trained end-to-end minimizing Lfull = LG,1 + ws,tLs,t
G,2 + w′LG,3

Self-Taught Loss
Predictions of G are more reliable where D
marks them as GT with high accuracy

threshold	on confidence	maps	from	D
class	weigthing

Adversarial Training
Ls,t
G,2 = − log(D(G(Xs,t

n )))

LD = − log(1−D(G(Xs,t
n )))+log(D(Ys

n))

s: source dataset
t: target dataset

Results
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Ours (LG,1 only) 45.3 20.6 50.1 9.3 12.7 19.5 4.3 0.7 81.9 21.1 63.3 52.0 1.7 77.9 26.0 39.8 0.1 4.7 0.0 27.9
Ours (Lfull) [1] 54.9 23.8 50.9 16.2 11.2 20.0 3.2 0.0 79.7 31.6 64.9 52.5 7.9 79.5 27.2 41.8 0.5 10.7 1.3 30.4
Hung et al. [2] 81.7 0.3 68.4 4.5 2.7 8.5 0.6 0.0 82.7 21.5 67.9 40.0 3.3 80.7 34.2 45.9 0.2 8.7 0.0 29.0

From SYNTHIA
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Ours (LG,1 only) 10.3 20.5 35.5 1.5 0.0 28.9 0.0 1.2 83.1 74.8 53.5 7.5 65.8 18.1 4.7 1.0 25.4
Ours (Lfull) [1] 78.4 0.1 73.2 0.0 0.0 16.9 0.0 0.2 84.3 78.8 46.0 0.3 74.9 30.8 0.0 0.1 30.2
Hung et al. [2] 72.5 0.0 63.8 0.0 0.0 16.3 0.0 0.5 84.7 76.9 45.3 1.5 77.6 31.3 0.0 0.1 29.4

Table 1: Mean intersection over union (mIoU) on the different classes of the original Cityscapes validation set. The ap-
proaches have been trained in a supervised way on the SYNTHIA dataset and then the unsupervised domain adaptation has
been performed using the Cityscapes training set.

lower performance, however it is also based on a different
generator network with lower accuracy (i.e, the method of
[40]).

Figure 2 shows the output of the different versions of our
approach and of the method of [15] on some sample scenes.
The supervised training leads to reasonable results but some
small objects get lost or have a wrong shape (e.g., the rid-
ers in row 1). Furthermore, some regions of the street and
of structures like the walls are corrupted by noise (see the
street in the last two rows or the fence on the right in row 3).
The adversarial loss Ls

G,2 reduces these artifacts but there
are still issues on the small objects (e.g., the rider in the
fifth row) and the boundaries are not always very accurate
(see the fence in the third row). The complete model leads
to better performance, for example in the images of Fig-
ure 2 the people are better preserved and the structures have
better defined edges. Finally the approach of [15] seems to
lose some structures (e.g., the fence in the third row) and
has issues with the small objects (the riders in row 5 get
completely lost) as pointed out before.

By using the SYNTHIA dataset as source dataset, the do-
main adaptation task is even more challenging if compared
with the GTA5 case since the computer generated graphics
are less realistic. Table 1 shows that by training the network
G in a supervised way on the SYNTHIA dataset and then
performing inference on the real world Cityscapes dataset, a
mIoU of 25.4% can be obtained. This value is smaller than
the mIoU of 27.9% obtained by training G on the GTA5
dataset. This result confirms that the GTA5 dataset has a
smaller domain shift with respect to real world data, when
compared with the SYNTHIA dataset (GTA5 data, indeed,
have been produced by a more advanced rendering engine
with more realistic graphics). Under this training scenario,

the proposed adversarial loss Ls
G,2 does not bring to note-

worthy improvements in the domain adaptation task, indeed
the mIoU is equal to the baseline. On the other hand, by
adding the self-taught loss LG,3 , a noticeable improvement
to a mIoU of 30.2% can be obtained.

Our domain adaptation framework is able to outperform
the compared state-of-the-art approaches. The method of
Hung et al. [15], that exploits the same generator architec-
ture of our approach, obtains a mIoU equal to 29.4%, lower
than our method. The method of [12] appears to be again
the less performing approach. In this comparison, it is even
less accurate than our baseline, but it employs a different
segmentation network.

Figure 3 shows the output of the different versions of
our approach and of the method of [15] on some sample
scenes. The first thing that can be noticed by looking at the
qualitative results of the baseline supervised version is that
by training on the SYNTHIA dataset some classes as side-
walk and road are highly corrupted. It is evident that a sim-
ple synthetic supervised training starting from this dataset
would bring to a network which can not be used in an au-
tonomous vehicle scenario. This is probably caused by the
not completely realistic representation of streets and side-
walks in the SYNTHIA dataset, where their textures are
often very unrealistic. Additionally, while the positioning
of the camera in the Cityscapes dataset is always fixed and
mounted on-board inside the car, in SYNTHIA the camera
is placed in different positions. For example, the pictures
can be captured from inside the car, from cameras looking
from the top or from the side of the road.

Similarly to the baseline approach, the adversarial loss
Ls

G,2 is unable to adapt the network to the real domain, in-
deed the class road remains very badly detected also after its

road sidewalk building wall fence pole traffic light traffic sign vegetation terrain
sky person rider car truck bus train motorcycle bicycle unlabeled

image annotation baseline (LG,1) +Ls
G,2 Hung et al. [15] Lfull

Figure 2: Semantic segmentation of some sample scenes extracted from the Cityscapes validation dataset. The network has
been trained using GTA5 with annotations and Cityscapes for the unsupervised part (best viewed in colors).

image annotation baseline (LG,1) Hung et al. [2] Lfull [1]

Figure 3: Semantic segmentation of some sample scenes extracted from the Cityscapes validation dataset. The network has
been trained using SYNTHIA with annotations and Cityscapes for the unsupervised part (best viewed in colors).

usage. Differently, Figure 3 shows how unsupervised data
and the self-teaching component of the third loss allows to
avoid all the artifacts on the road surface by reinforcing the
segmentation network to capture the real nature of this class
in the Cityscapes dataset. Also Hung’s method [15] is able
to correctly reconstruct the class road, avoiding the noise
present in the baseline, but it suffers on small classes where
it is outperformed by the proposed method. This is clearly
visible on rows 4 and 5 of Figure 3, where our method is
able to locate more precisely small classes as person.

5.1. Ablation Study

In this section, we are going to analyze the contributions
of the various terms controlling the optimization in the pro-
posed framework. Table 2 collects the results of this anal-
ysis on the Cityscapes validation split when using GTA5 as
source dataset for the supervised part.

As it is possible to notice from Table 2, the generator
network trained in a supervised way with the standard cross
entropy loss (i.e., using only LG,1) is the less performing
strategy achieving a mIoU of 27.9%. Some improvements
can be obtained by adding the adversarial term Ls

G,2 in the
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