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Abstract
The semantic understanding of urban scenes is
one of the key components for an autonomous
driving system. Deep neural networks require to
be trained with a huge amount of labeled data,
which is difficult and expensive to acquire. A re-
cently proposed workaround is the usage of syn-
thetic data, however the differences between real
world and synthetic scenes limit the performance.
We propose an unsupervised domain adaptation
strategy from a synthetic supervised training to
real data exploiting three components: supervised
learning on synthetic data, adversarial learning
strategy and finally self-teaching strategy working
on unlabeled data. Experimental results prove that
the proposed approach is able to adapt a network
trained on synthetic dataset to a real one.
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Dataset
GTA

SYNTHIA
~25k	images,	high	quality,	car	viewpoints

~9k	images,	medium	quality,	different	viewpoints

CITYSCAPES

~3k	images,	car	viewpoints
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Self-Taught Loss
Predictions of G are more reliable where D marks them
as GT with high accuracy

threshold	on confidence	maps	from	D
class	weigthing

Adversarial Training
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LD = − log(1−D(G(Xs,t
n ))) + log(D(Ys

n))

t: target dataset
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Quantitative Results
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Ours (LG,1 only) 45.3 20.6 50.1 9.3 12.7 19.5 4.3 0.7 81.9 21.1 63.3 52.0 1.7 77.9 26.0 39.8 0.1 4.7 0.0 27.9
Ours (Lfull) [1] 54.9 23.8 50.9 16.2 11.2 20.0 3.2 0.0 79.7 31.6 64.9 52.5 7.9 79.5 27.2 41.8 0.5 10.7 1.3 30.4
Hung et al. [2] 81.7 0.3 68.4 4.5 2.7 8.5 0.6 0.0 82.7 21.5 67.9 40.0 3.3 80.7 34.2 45.9 0.2 8.7 0.0 29.0
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Ours (LG,1 only) 10.3 20.5 35.5 1.5 0.0 28.9 0.0 1.2 83.1 74.8 53.5 7.5 65.8 18.1 4.7 1.0 25.4
Ours (Lfull) [1] 78.4 0.1 73.2 0.0 0.0 16.9 0.0 0.2 84.3 78.8 46.0 0.3 74.9 30.8 0.0 0.1 30.2
Hung et al. [2] 72.5 0.0 63.8 0.0 0.0 16.3 0.0 0.5 84.7 76.9 45.3 1.5 77.6 31.3 0.0 0.1 29.4
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